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A simple yet efficient Ine.thod  is prcsen[cd for’ calculating SPCCWI  absorption

Cocfficicnts  to high numerical accuracy. ‘Ilm accuracy achicvcd  is indcpcndcn[  of the
sampling interval. ‘1’hc method is applicable to any analytic model of the Spec(ral line
Shape.

1. introduction

‘1’0 model the transfer of ra(iiation thrcJLlgh  the i3tn10SphCIE  LLl high spectra]
resolution, it is necessary to evaluate contributions to thermal emission and radiative
absorption on a line-by-line basis. ‘1’hc accuracy of such radiative transfer calculations
depends, in part, on the analytic nmkl chosen to define spectral absorption cocfficicn~s
and on the numerical accuracy with which this model is evaluated. In practice calculating
absorption coefficients proves to bc the (iominant  computational expense of a line-by-line
radiative transfer model.

The numerical accuracy to which absori~tion  coefficients s}louki be calculated
depends upon the probiem at hand, and it proves advantageous if [he method of their
calculation permits the user to adjust readily the level of accuracy that may bc achievcci.
1 ligh accuracy is desirable, for example, when constructing reference tables of absorption
coefficients sLIch as those requirecl for interpolation in fast parameterizeci forward models
designed for operational sateiiite  remote sounding [“J’urncr, 199S]. On the other hancl, the
ability to trade numericai accuracy for speed can prove useful in contexts whe.rc
absorption coefficients of high numerical accuracy are not required, as warranted, for
example, by the size of the cxpcrirncntal  crrc)r or the magnitude of c)ther systematic errors
in ~hc radiative transfer mocicl.

I]igh accuracy is particularly useful in error analysis. A rigorous analysis of the
error in retrieved atmospheric profiles, for example, demands that the accuracy of the
fc)rward  model be quantifiable [Rodgers, 1990]. One may accurately quantify the.
numerical error due to apploxin~ating  absorption coefficients by comparing cc)mputed
radiances with those of the same spcctrwm calculated using absorption coefficients of
high numerical accuracy. in this manner, convergence stuciics, which arc initially useful
for vali(iating the in~~>let~lcrltatic)r~  of the forwar(i model, can provide a means of
determining the numerical error in computed spectra as a function of a user-specificxi
error limit for absorption coe.fficicnts. lly rcclucing  this error limit, it can be determined,
for example, whether an apparent anomaly in a computcci  spectrum is simply an artifact
c)f approximating the analytic line shape model too crudely. Sensitivity studies can, in
turn, assess the (iepcnctemcc  of rctrievc(i  profi]cs  on the magnitude of the numcl”ical  error
in the computccl  absorption coefficients.

livaluation of spectral absorption coefficients in the infra-reci  is computationally
expensive for three reasons: (1) hundre.cis  of thousancis  of vibrational and rotational
transitions contribute to absorption; (2) each transition defines a spectral line that can
contribute to absorption over a wide range of frcqucmcy,  an(i (3) absorption coefficient.s
must be sample(i at a frecluency interval that is sufficiently smali to resoivc the thinnest
lines of interest. For example, tk half-width at half-maximum of a si}cctral  line in the
stratosphere, where IIoi>p]cr  broadening (iominates, is typically 0.001 cm”i. Resolving
such lines on a grid of (iiscrete frcqucncics  requires a sampling rate of more than 1000
points pcr cm”. On the other hand, cc)llisional  brc)aciening  in the troposphere typically
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~lroduccs  spcc[ral lines with half-wict[hs  at llalf-Ill:ixillltlIll  of 0.1 cnl”’ and wings that can
S p a n  lllally  [CIIS Of CIII”l. “)’hlls,  [he, diI’CC[  CValll:i[iC)l)  Of a (J’OpOSphCriC  line over, sily, 50

cm” at a sampling inlet-va] of 1000” jmints per cm”’ requires ev:iluation  of the mcdcl line
pmfilc at 50,()()() points. When such a calculation is repeated for thousands of lines (there
arc over 709,000 lines represented in the 199? 111’I’RAN  database [Roth man c1 al,,
1992])  the computational cost quickly  becomes prohibitive.

Various strategies have been cml)loyc(i  to rcxlucc  this computational workload
[l~rayson,  1966; Kunde and Maguirc., 1974; Scott, 1974;  Susskinct  :inc]  Scar], 1978;
Clough  ancl Knciz,ys, 19-/9; l;ciwarcls,  19’88,  LJchiyama, 1992, I;omin,  1995]. It is common
to approach the problem by using multiple frequency grids: fine grids arc used to model  a
line shape near the line center frequency while grids  with coarse frequency spacing arc
used [0 model the wings. l;urthcrmorc, the wings of spectral lines are usually neglected at
distances sufficiently far from line center, and a line is neglected altogether if its intensity
at lim ccntcr  is sufficiently weak.

‘J’best: cost-saving stratc~ics  arc sources c)f numerical crmr.  I;or example,
intcrpc)lation  fmm coarse to fine grids int Ioduccs erlor  into the computed atlsorption
coc.fficicnts,  :ind the magnitude of this error depends on the size of the interpolation
sampling interval. Ncgle.cting  linc,s, or iheir fi~r wi]~gs,  is a second source  of numerical
CIICM’: a large number of nc..g]ectcci,  small terms can sum to a correction in [he magnitude
of a given absorption coefficient which is non-negligible, depending upon the degree of
accuracy sought.

‘1’his paper presents a simple yc.t c. fficicnt  method for calculating s])cctral
absorption coefficients to arbitrarily high numerical accuracy. “1’0 be more prec.isc,  the
method  j)rovictcs  an efficient means of approximating the contribution, (0 each absorption
cocfficicn[, of cvcry  spectral line retained in the observational model, such that the
difference bctwcc.n the approximate coefficient and its exact value  (as calculated by the
cc)lll~)~ltaliotlally  intensive process of summing all line contributic~ns  directly) can be
rcnclcrcd arbitrarily small. ‘1’hc Incthocl  is not (icpcndcnt  upon any particular choice of
analytic model for the spectral line shape, I;urthcrmorc,  the numerical crrc)r is
indcpcndcnt  of the interval with which the spectrum is sampled.

Rather than summing directly the contribution of each line to absorption at each
spectral grid point, this method  relics on establishing for each line the set of frcqucncics
at which the difference between the analytic value of such a contributior~ and its
interpolated approximation exceeds a limiting small value; the line profile is evaluated
only at these frcque,ncies. At each spectral grid point, the differences arc summed over all
lines. ‘I”hc flcqucncies at which each line profile is evaluated arc clctcrlnined  dynamically:
the spacing between such j)c)ints  increases contirluc)us,ly  with clistance frc)m line center;
narrow lines are evaluated on a finer scale than broad lines of the. same intensity; and
lines of stronger intensity arc generally cvaluatecl  at more points than thcne of weaker
intensity. It shoulc] be emphasized that the. wings of spectral lines arc not truncated in this
method, i.e., every spectral line incluclcci  in the, calculation contributes to absorption over
the entire fre.qucncy  range of interest.

A line-by-line algorithnl  basccl  on this method of calculating absorption
coefficients has been implemented in the forwarcl model of SE ASC1?AJ’It (Sequential
llvaluation  Algorithm for Simultancc)us  and Concurrent f{ctricval  of Atmospheric
l’aramctcr I{stimates), a research code c]csignecl  to retrieve atmospheric profiles from bc~th
nadir and ]irnb mcasurcrncnts of spectral radiation [Sparks el al., 1996]. SII; AS CR AI’K
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requires the user to impose an upper limit at ru[~ ~inle  on the I1lII1lCIICXL]  UTor pmnitte.d  in
[he approximation of absorption coefficients. ‘1’he user may adjust  this limit by orders of
magnitucie according to the desired level of numerical accuracy.

“1’he method of approximating spectra] absorption coefficients is described in
Section 2. Application of this method  using three distinct models for the line shape, the
1,orentz profile, the I)opplcI profile, and the Voig( profile, is discussed in Sections 3, 4,
and 5, rcspec[ively. Section 6 provides clctails concerning the ir~]~)lerlle[}tatiorl  of this
method in SI:ASC1{AI]lL. In Section 7 the accuracy of the method is ciemonstrated,  and
an example of a convergence study is provided, in Section 8 this method is studied in
relation to the error due to rcjectic)n of weak lines from the radiative transfer model.
Section 9 addresses the issue of computational efficiency, and the performance of the
method is compared to that of I, III, R’J’M [Clcmgh, 1993], a version of I(ASCODll [Smith
cl al., 1978, Clough  et al., 1981 ]. A general cliscussion  of various features of the nmthod
follows in Section 10, and concluding remarks are presentc.d in Section 11.

2. ‘1’hc methocl  of approximatiol~

I.ct G,lz(v), in uni[s of ctll”’, rcprment the contribution of a single  spectral line to
absc)rptic)n  per unit length at a frequency v (in cm-]):

(TJ,JV) =- /v,.$/f/(v,  VJ (1)

where N, (in nlolecules/cn~-3)  is t}w. number density of the, molecular species to which

the spectral line bclon.gs, S’t (in cm”]  /nlolccules  --- cm’~) is [he line intensity, V1 (in cm”l)

is the unperturbed frequency of the transition, and ft(v, v<)  (in llcm”’) is the line shape
factor’ [Goody and YLIng,  1989]. ‘] ’he line shape factc)r is ncmnaliz,ed  such that

J&(v,v,)dv  = 1.

1 .et o(v) represent the spectral absorption coefficient at frequency v, such that

o(v) = ~o.,l(v),

S,(

(2)

.
(3)

where the summation is over all the spectral lines of all the molecular specie.s present in
the atmosphere.

“1’o establish the method of approximation, the frequency range over which
absorption coefficients are to be calculated is divided into 2~ uniform intervals, where M’
is an integer sufficiently large to ensure that the width of each interval is less than a
limiting value, Avmm,, spccificd by the user (the magnitude of 6vti, will not affect the
accuracy of the computed absorption cocfficicnts).  lihc frcclucncies  that comprise the
boundaries of these intervals arc used to define a sequence of frequency gricls, each of
which is designated a tier of the original frequency gricl (see I~ig. 1 ). ‘1’he base tier
inclucles  the endpoints of the frequency range. I{ach succcccling  (i.e., higher) tier consists
of the frequencies that lie at the midpoints of the intervals bounded by the frequencies
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residing on all lower tiers. “Ihc calc~llation of absot-}~(ion  Coefficients will IJrocecd on a
tier-by-tier basis.
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l;igurc  1. ‘1’ie.rs of the model  fre.qucncy  grid, as define.c]  when using three-point
I,agrangian  interpolation. “1’hc  top row represents the frcqucncics  at which
l~lot~ocl~rc)l~~atic  radiances are to be calculated; the lower rows show the manner in which
these frequencies are distributed to form a sequence of gric]s with successively finer grid
spacing. A function evaluated at the. open circle on the fcmrth tier can be approximated by
interpolating the function at the open circles on the base,, se.conct,  and third tiers.

l;c)r a frequency v residing on a given tier above. the base tier, the intcrpc)latecl
al)proximation  1’(v, Vz) of ~~(v,  Vl) is defined as a linear combination c)f the values of

f{(v’, Vt) CVEi]l]atd  at the neighboring, frequencies v’ nearest to v that residcon  lower

tiers. 1 .et b ~,~(v) represent the cc)l-resl)onding  intcrpc~]ate,cl  approximation of G. ~(v), and

define. 6(V) such that

llquations (3) and (4) may be combined to form:

o(v) ~ o(v)+  )J-J$,,(v)-  6,,,,(V)],
St

(4)

(5)

We can expect the summand in this equation to be negligible (1) when the interpolation
sanll)ling  interval is sufficiently fine or (2) when V is sufficiently far from the line center
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frequency. ‘1’he key to the algorithm will be to de.te.rmine the frequencies on each tier at
which this summand is negligible wizlmur  evaluating i( at  [hcse frequencies.

Spectral absorption coefficients O(V) arc calculated starling on the. base tier and
nloving  progre.ssive.tY  to tiers of finer spacing; eq. (3) is USCCI  at freqll~n~i~s  On L}W base
tier, and cq. (5) is used elsewhere. Note that by using an interpolation schge with
constant coefficients (i. e., 1.agraJ~gian  interpolation), Zr(v)  can be calculated as a linear
combination of o(v’)’s  cvaluateci  previously at frequencies on (iers below that of V.
Computational efficiency is achieved by ignoring those terms in cq. (5) such that

(6)

where the accuracy coefficient CTA is a user-specified, small value. 1 Ic)w to determine the
frequencies on each tier at which condition (6) is satisfied without evaluating

o.,,t(v) - O,,,L(v) at these frequencies is best illustrate.d by considering examples. .

3. . l.ol’t’n[z profile

IN the lower atmc)sphcrc, the shape of sj>cctt-al  lines is dominated by collisional
broadening, which can be represented most simply by the 1.orentz. line shape [Goociy and
Yurrg, 1989]:

L,(v, v,) :- –...-.-:!’+--- .2...,

[
7r (v- VJ -t (X[ /

,1

(7)

where. CZ(,,  t 1s the 1.orcntz.  Ilalf-wi(ith  at half-maximum of the line. ‘1’his can be cxpressecl
as

AJVJVJ=  - 1 [1v - V(
a,,,,7r  g -a,,i ‘

WhCI’C

is indcpende.nt  of spectral line.

l’o approximate g(z), we shall use three-point 1.agrangian  interpolation:

@o+ PAZ) = jJP(P -- l)~(zo -- Az)+  (1 - ~~’)$+o)-+ + p(l~-t 1)8(z0  + Az)>

($)

(9)

(10)

c)r, scttinf, z = Zf) -t pAz,
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We ass ign incliccs  [0 ltlc  grid points of each licr,  wi[tl  IIlc index 01 lhC  first JJOiIl~  ~L]lla] to

mm, and set p = 1/2 and - 1/2 for grid points with even and odd numbcre(t  Indices,
resl)cctivcly. LJsing  eqs. (l), (8), (9), and (1 1), concti[ion  (()) can bc expressed  as

(1?)

w hem

($gp(z,  Az):  Ig(z)- ZP(Z,AZ)I, (13)

and Av  i s  [Ilc f r e q u e n c y  s p a c i n g  o f
@:p(z, Az) is discussed in the ApJmndix.

.

Lhe iier on w h i c h  v  I e . s i d e s .  ‘1’he  b e h a v i o r  o f

f’lL7ce Conlours  fi,gwc  here

( )
l~igt]rc  2, Contours of log10 Max &P(z, Az) on a plane.]<p~l

/og,olz/Az\.

with coordinates fog10 A7 and

‘1’he problem now is to identify on each tier the. frequencies at which
concJition (12) is vic)late.d  for a given line. In l~ig,. 2 we have displayed contours of

( )
10$10 Max C$gp(z, Az) on a plane  with coorciinates  fog10 f17 ancl /o,g,Olz /Azl (note that

.]<p<l

Az = Av/aI ~ may be interpreted as the frequency spacing in units of Iorentz, tiaif-wictth

aI,,< and that Iz / Azl =-- Iv - vfl/Av  may bc interpreted as distance from line center in units

c)f frequency spacing Av). l;or Az << ]zI, we find that lhe contours consist of two sets of
nearly parallel lines se.paratcxl  by a chain of islands occurring at loglO]z  / Azl = -- 108101A71,

i . e . ,  Izl = 1 .  “1’hc contc)ur  icientified  b y  t h e  value /Og,O(OACZL,,lm  / N’$,’$<) d e t e r m i n e s  Ih.c

(iomain  of frequencies for which conciition  (1 2) is violated. Nc)tc. that this contour is
bounded from below by a limiting value A7~,l. “1’bus, the contribution of this line to the
sulnmation  in cq. (5) can bc ncglectcd  at frccluency  g,r-id points rcsicling on each tier with
sufficiently fine grid spacing, i.e., Av < al ~Az4  ~. . }:or each tier- with AV 2 cz{, <AzA,f, the

contour in(erse,cts  Az = AV/aL, ~ at a lilniting v a l u e  [z/Az/ I {l,,~(Av, &L,,l ) such that
condition (12) is satisfied for frcque,ncy  grid pc)ints  that lie sufficiently far ~rom line
Center; i.e., the contribution of this line to the summation in eq. (5) can also be. ncglcctcd
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)at f r e q u e n c y  p,rid p o i n t s  such (tlat  IV - v,l/Av > ff ,A(Av, cx[ ,A . WC shall refer 10

f[,4(Av,cx[ ,~) as the  I.cmentz  cu[off for the (icr with frequency spacing Av. Knowle.dgc
of the 1 .orcntz cutoff for each tier constitutes a solution 10 the pmblcm.

4. ])opplc’r  prwfilc’

Al high al~itudcs, the. shape of spectral lines is governed by Doppler broadening
duc to the velocity distribution of the absorbing molecules relative to the observing
instrument. ‘]’hc corresponding line shape factor is [t3cmcly  and YL]ng,  1989]

[

(v -- v)2-
f,,,.r,,(vj  @ ‘ -&w’ -- J ‘

[),r, (

where

(14)

.

(15)

is the. 1Xq3plcr  half- wiclth  at e-~ of the maximum of the profile (rather than 2-1 of the
maximum as in the dcfinitic)n  of czl,,~ ), c is the speed of light, kR is ~~olt~.rllann’s  ccmstant)
7’ is temperature, and m. is the molecular mass of the abscmbing spccicx. ‘1’his can be
e.xprcsscci as

whcm g(7),  nc)w  rdcfineci  a s

(16)

(17)

remains indcpmdcnt  of spectral line. As Iv - v, I increases, the magnitude of the I)opplcr
line sbapc  cicc.reascs  much more rapiclly  than the magnitude of the 1 mcntz line shape and
effectively vanishes for values of IV - Vll greater than a few 1 loppler half-widths.

‘1’hc analog of condition (12) for the, Ilopplcr  profile can be expressed as

L!::tl<oA—N’s’-–  68 ~ --“%,.,rfn
(18)

\dlCI’C 88P(z,  Az) is defined by cq. (13) using cqs. (11 ) and (17). ‘J’o dc(crmine CM] each
tier the frequencies at which this conditic)n is satisfied, one could follow the prc)ceciure
usc(i  in the previous section, It is sufficient here, however, simply to note  that, fc)r
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lzl>3A7/2  and p: 31/2, i$gp(z, A7) < g(lzl -- 3Az/2). ‘1’bus, condition (18) will be
satisfied provided

[)cfining  the Ilopplcr  cutoff for the (ier wi~h frequency spacing AV as

(20)

)condition (1 9) ICCIUCCS to Iv -- V{I)AV > &[),~(Av,~[j,J,~  t which is a simpler criterion,
thc)ugh  sc~mewhat lCSS restrictive than condition (6), for neglecting terms in the
summation of eq. (5). .

5. . Vc)igt  profile

At intermediate altitudes, bc)th collisional  brc)ade.ning anti lloppler  broadening arc
important and can be modeled using the Voigt profile, a ccmvolution  of the I,orcntz ancl
Dopp]cr profiles [Armstrong, 1967]:

where the Voigt Jmcrion

V(X)Y) : ~ j-” ~[ - ~- ‘2..
n --’ y’ i (x - f)’

(21)

(22)

is the, real part of the complex prc)bability  function. “1’hc Voigt line shape rcdu=s  tc) the
1 ,orcntz  and IJc)pp]el line shapes, tmpcctivcly,  in the appropriate limits. On a given tier,
conditic)n  (6) will bc approximately satisfied for values of Iv - V1l/AV  that exceed both

the

6.

mentz. ant] the Ilopp]er  culc)ffs.

IIIII}lclllcJltatioII  of the algorithm

ln the implementation of the algorithm described in Section 2 within the forwarcl
model of SF, AS CR A1)F., the line strcnglh  SZ at tcmpcraturc 7’ is calculated in terms c)f
the line strength SZO at a reference temperature TO as follows:

(23)
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wlmrc ~)(7’)  is the total  i n t e r n a l  p a r t i t i o n  f u n c t i o n  a n d  F;: is [I]e  energy Of the IOWCI  State

of the  transition. The line paramc[crs  aIc obmincd from the 111”1’RAN  molecular database
[ I<o[tllllan et al,, 1 992].

‘1”0 represent the line shape, [hc forward model uses the Voigt profile, eq. (21).
Since the integral in eq. (22) cannot be cvaluatccl  in clcrscd form, it must be cfllculatcd
numerically. Many algorithms have been proposed for approximating the Voigt function,
involving varic)us tradeoffs between accuracy and spec.d  (see the review by Schreicr
[ 1992]). We have implcmentcci  in Sl\ASCRA1’lt  a version of the llumlicek  algorithm
[ 1982],  which i n v o l v e s  d i v i d i n g  (he x-y plane  into four  clc)mains  where. ratios of
polynomials arc used to achieve a relative accuracy that is everywhere better than 1 part
in 104. In actciition  we. have introduc.eci  the optio{]  of using inteqmlation  tables to evaluate
the Vcrigt function in the region 1x1 + y <5.5 (values of (he Voigt  function are tabulated
on an .x-y grid which is sufficiently fine to pmsel-vc the relative accuracy c)f 1 part in 104).
‘1’he il~~l~lcll~cr~tatior~  has been coded  in C, using real rather than complex arithmetic. All
floating-point  arithmetic here (as well as throughout S1<JASCRAI’I’;  ) is performed in
double  precision. .

I+om the data displayed in l;ig. 2, we have constructed a table of 1 .orcnt7. cutoffs
c)vm a range of Az and a range of c, where log10 c identifies a contour in that figure. l;or
a fiivm line :ind a given tier, wc can evaluate. Az = Av/cz~,  ~ and E =- OAal, ~X/NJS{, and

then use. this table [o define the corresponding 1,orcn(z. cutoff & ~(Av,~f,  ~). Whcm the
tier grid spacing Av is sufflcient]y  fine, the ].c)rentz,  cutoff will be zero, and the
contribution of the line to the summation in cq. (5) is ncglcctcd  at all frequency grid
points on this and higher tiers. WhcI] the cutoff is r~on-z,ero,  the contribution of the line to
the summation in cq. (5) is neglected at frequency grid points on this tier where
Iv- Vll/AV is greater than both the ].orentz and the I)opp]er cu[offs.

When using a line shape model o[hcr than those  discussed in Sections 3, 4, and S,
one must take ml-e that the conditions

v ,,,,, , , > \/ ,,,,, , + Av, (24)

vm~,f- 1<  ‘nm,l  -  ‘v{

arc satisfic.d, where v “,,, , tind V“un , arc, respectively, the maximum and minimum
frequencies, on tier t, of the terms retained in the summation of eq. (5). “1’hcsc conditions

ensure that calculation of ZF$,, (v,,,a,,, ) and ti,,,(vn,i,,,,) will be ~~re.ccdcd,  on the tiers below

tier t, by calculation of each of the values of 0$,(V) required for their evaluation. It can
bc shown that conciitions  (24) are satisfied when Vm,,l, and Vn,,,,, are specified ac.corcling
to either the 1 ,ormtz
the two as in Section

7. Accuracy

or l)oppler  cutoffs as clcfincd in” Sections ~ and 4 (or the greater of
5).

‘1’0 dc.monstratc  the methocl of approximation prcscn[cd  in Section 2,-wc have
(icfinui  a benchmark similar to one that has trccn used to compare, in vario~is
computational environments, the perfcmmancc  of 1.111 ,R’1’M [Clough,  1993], a derivative
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version of JJASC01113 [Smith et al., 1978, Clough et (If,, 1981 ]. “1’he benchmark consists
Of ii spcc(rum in the C(32 band between 650 and 800” cm-’ as viewed in nadir fronl a
height of 19.67 km (see I;i&. 3). I;mission  from [he gmuncl is mociclcd  as a b]:lck body

1.2 10’5

1 10”5

810$

6 104

4 1 04

d

650 700 750 800

FIc(]llcllcy

( i n  cm’))

l;igure  3. JIcnchmark spectrum consisting, of radiances (in Watts / str- Cmz- cm”’) in the
C02 band from 650 to 800 cm”’.

(i.e., the surface emissivi(y  is equal to 1.0) at a tempcxature  of 288.15 K. ‘1’he model
atmosphere consists of 24 homogeneous layers and includes four molecular species: 1120,
C02,, ~)~ and N20. Contributions to absorption from lines W11OSC transition frequencies lie

up to 25 cm”i outside the given frequency range arc inclucled  in the calculation (there are
35,849  lines  belonging to the four species in the 111’I’RAN database over this extended
frequency range). Monochromatic radiances are calculated at a sampling il~terval  of
0.00114 cm”] (i.e., at 131,073 sample points). No inctcpendcnt  mocle]  of continuum
absorption or of Iirlc-r]lixirlg  is included.  Computations  arc conducted on a SPARCccnter



1 0 0 0  with  ??’? bylcs  of R A M ,  u n d e r  Sun oJwm3ting  SySt~lll  V l~cleasc  4.() and w i t h
S1’AI<Compiler  C 2.0.1 (computational performance was assessed at times when there
were no competing proce,sse,s  cxeculing  other than systcnl  call S).
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l“igurc  4. IIcvia[ion of calcula(cd  benchmark radiances from their corresponding values
in ttlc reference spectrum vs. the magnitude of the line accuracy coefficient. ‘1’hc squares
and circles represent, respectively, the mot mean square. deviation and maximum
deviation. The value of (he mean racliance  of the spectrum is also inclicatccl.  All lines in
the 111’1’RAN  database belonging to the four benchmark species over the extended range
625-825 cm’] have been incluctcd  in (he calculations.

“1’hc numerical error associated with ne~lccting terms in the summation of cq. (5)
can bc made arbitrarily
coefficient o~. l;igure 4

s m a l l  accorciing  to ~l]e sp~cifieci value  of the line -accliracy
displays the ntlmcrica] error in the benchmark spectrum that

13



results from varying this coefficient. “1’he C[ilCLl]a[d  rdianccs are conlparcd 10 those of a
reference spectrum, Hncl both the root mean square deviation and the maximum deviation
are plotted. ‘1’he reference spectrum has been generated using absorption cocfflcicnts
calculated in each layer at each grid point according to cq. (3), summing over all the lines
in the 1 II-IRAN database belonging to the four benchmark species within the extended
range 62.5 - 825 cm 1; in this sense, the reference. spectrum represents the. cxacl result that
the calculate] spectra represented in Iig. 4 strive to approximate accurately. Ihich
spectrum approximating this solution has be.cn generated using absorption coefficients
c.alculatcd  in each layer at 131,070 grid points accc)rciing  to cq. (5), summing over the
same 35,849  lines (cq. (3) is used (it the three base tier grid points). l;igure 4 shows that
the calculated spectra converge smoothly to the reference spectrum as GA is reduced over
several orders of magnitude, I;or the smallest value of a~ displayed, the agreement is 7-8
digits at each frequency grid point, and the agreement continues to improve in the same
fmhion for even smaller values of o~.

8. I,it)c Rejection

‘1’o evaluate the numerical error associated with neglecting weak lines altogether
[i.e., in eq. (3) as well as eq. (5)], we define the. line rejection coefficient crR such that a

g,iven  line is omitted from the calculation when the absorption at line center, CT,,l(Vl),  is

less than Ofl. ‘1’hc value of OR is set by the usm at run time. (Note that, throughout this
study, wc have useci the user-specified values of cr~ ancI O-R in each layer’ of a given
calculation; one could equal]y  well  specify a critical optical depth for line approximation
TA ancl a critical optical depth for line rejection ZR ancl define layer-clepcnclent
coefficients OA =- ZA /Af and OR =- ZR j Af, where As is the layer thickness. ‘1’his does not
significantly alter the results that are presented here - the two formulations arc equivalent
when using layers of equal thick ness. ) lly specifying, ~* << ~,Q, WC earl study the.
numerical error that arises solely due to line rejection. Alternatively, we can approach
optimal pcrfomance  by 1-cquiring  that ttlc  error clue to line reje.ctic)n  be comparable to the
error due. to line approxilnation.

14
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l;igure  S. IIeviation  of calculamd  tx3nchrnark  radiances from their corresponding values
in the reference spectrum vs. the magnitude of the line rejection coefficient. ‘1’hE squares
and circles represent, respectively, the root mean square deviation and tilaximum
deviation. Open markers identify spectra where the error is due to both line
a.ppmximation  ami line rejection ( o~ = OR); solid markers identify spectra where the
error is clue to line rejection only ( o~ =- 10”4 OR). “1’hc value  of the mean radiance of the ,
spectrum is also indicated. In parentheses beneath each column of markers is the mean
IIunlbcr of lines per layer (c)ut  of a possible 35,849) retain ccl in the radiative transfer
tlmdcl for the given value  of OR.

l;igure  5 displays the numerical crrc)r that rcsu]ts when OR is variccl for two sets of
spectra: one in which this error is primarily due to line rejection ( GA << OR) and one in
which the numerical crmr is (iuc. both to line rejection anti line apprc)ximation  ( fi~ = O-R).
(“;alcl]la(c(i  values of the benchmark radiances arc a~,ain compared to their values in the
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reference Spcct[-um, and both the mot mean square  deviation and t}~c nl:~ximunl  CIevia[ion
art plotted. Also displayed arc the number of lines (out of a possible 3S,849 lines)
retained in the calculation for mch value of OR. IIoth sets of calculated spectra converge
smoothly (0 (1IC r’cfcI”cnce  Spcc(rum as OR is rcduccd  over several orders of magnitude.
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I;iKurc 6. I)cviation  of benchmark radiances from their rcfcrcncc  values vs the
nl&nitude  of the line exclusion boundary. “1’hc squares and circles represent, respectively,
the root mean square clcviaticm  and maximum devialion  of calculated raciianccs from their
corresponding values  in the rcfercncc Spectrum. ‘Jle value of the mean radiance of the
reference spectrum is also indicated. In parcnthcscs  near each pair of markers is the
number of lines (oLlt of a possible 303,21 3) rctainccl ip the radiative transfer mock] for the
given exclusion boundary.

in all calculations cliscusscd thus far (including the calculation of the gefercncc
spectrum), the line exclusion  boundory,  define.d as the distance from the. boundaries of the
frequency range of interest beyond which spectra] ]incs arc aUtO[lMtiCa]ly  excluded from
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[hc raciiativc  transfcI-  IIlode I, has bec.n  se.[  equal to 25 C. In”l. “1’he. n u m e r i c a l  crmr t h a t

results from the cxC)llsi@n of ]incs bcyorld  this boundary Carl be in fCII’Cd from f;ig. 6,
where, wc have increased the magni(lldc  of the line exclusion boundary and comparcci  the
CalCulatc.(i  vaiucs of the benchmark raciiances  to their values in the reference spcc[rum,
I]lotting [he, root [nc;irl s q u a r e .  cicvia[iol~ ancl the nutx imum  cieviation.  i n  t h e s e .

c a l c u l a t i o n s ,  wc }Iavc  sc.t  01 : (), an(i wc have  requi red  OA to be sllfficicntly  Smali such
[hat L}lc error ciuc to line approximation is negligible compared to thC CffeCt  Ofincluciing,
more, increasingly distant lines in the calculation. in parentheses near each pair of
malkcrs is (iis})laye(i the number of lines re[aincci  in the ra(iiativc  transfer mociei for the
given exclusion boundary (note that there are a total of 302,21 ~ lines  belonging to the
four bencilmark  species represented in the 1992 111’1’RAN ciatabasc).  ‘J’he inclusion of
more distant lines in [he raciiativc [ransfer mocicl  has ne.gligibie impact  for this particular
frequency range once the exclusion bolln(iary exceds 1000 Cnl”i.

9. l’:fficicncy

IIy plottins  the time of proglam execution as a function of the Iinc ~ccuracy
coe.fficicnt  o~, we may assess the relative. computational cost of achieving increasingly
higher numerical accuracy, I:ig. 7 displays the execution time lequire(i  to generate. two
sets of spectra discussed previously: onc with crR : 0 (corresponding [0 the spectra
represented in I~ig.  4) and one with a ~ =. OA (corrcsponciing  to the spectra rcprescntui  by
open markers in l:ig,. 5). In this figure, cxeclltion  time is (icfine(i as the sum of the u.rer
anti .r-ystcrn C1>U time as reported by (he LJNJX time utility. ‘1’o distinguish the time
dcvc)teci  to the calculation of absorption coefficients from the time required (1) to
irlitializ,e  the observational model,  (2) to read and sort line]ist  entries over the frequency
range of interest, (3) to perform the radiative transfer integration, and (4) to handle the
data input and output,  we have cictetmine(i the latter by repeating the spectral calculation
substitutirlg,  zeros for all absc)rption coefficients rather than calculating them. ‘1’he result is
designate.ci “ovcr}lcad”  in ]’ig. 7.
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Figure 7. ~jxecution  [ime v s . the  ma~nitude of the line accuracy coefficic[~t.  Solid
triangles indicate spectra calculated with O-R = 0; open triangles inciicata spectra
calculated with OR = o~. AISCI indicated is the execution time rcqllire~ fOr “O~erhcad”,
i.e., the time required 10 initialize the observational model, to read and sor[ linclist  entries,
tc) model the radiative transfer, and to hand]c input and output, but exclusive of the time
require(i  to calculate absorption coefficients.

‘J’hc execution time required to compute the reference spectrum is 3.81x 10S

seconds (i.e.,  more than four days). “1’his is larger than the execution time required to
compute the spectrum at o~ =- 2.OX 10-16 by more than a factor of 400. Performance
improves by an additional order of magnitu(ie  at larger vaiucs  of 0~. comparing  l:ig. 4
and liig. 7, we fin(i that each or(icr-of-magni  tu[ie rexiuction  in the numcricai  error rcquirm
less than a factor of two increase in the cxccl]tion  t i m e .



.

‘1’he efficiency of ~tw mcthmi of approximation is acbievccl  by minimizing tllc
number of poin[s  at wllic}l  each line profile is evalua(cd,  in a manner consistent wilt) the
dC.gI-CC.  of numerical accuracy sought.  ‘1’he mean numtm  of poinls  Cv:d LlatCd  per’ line in a
/)ivCl~  layer is a fllnCtion of both tl~c line accLII:~cy coCfflciCnt an~i tj~c line r e j e c t i o n
mcfficicnl.  l:igllrc  8 shows the mean number  of pc)ints evaluated per line in tbc first laycf
of lhc bcrlchmark calculation for the same spectra as represented irl l;ig. ~. ‘1’hc maximum
nllmbcr of points evaluated for tiny line  is also plottd  (which, of course, is in(kpcndcnt
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Figure 8. Number of points evaluatc(i  per line in [he first layer of Ihc benchmark
calculation vs. the magrlitudc  of the line accuracy cocfficic.nt.  Solid triangles inciicate  the
mean number of points evaluated per line when OR =- 0. Open triangles inclicatc  (he mean
number of points evaluated per line when OR = o~. ~irclcs  indicate the maximum
number of points evaluated for any line.

Note first that, for a]] values  of o“~, the, maxirnllrn typically differs f~(jnl  cacb
mean by more than an order of magnitude.; i.e., there. are a few strong lines that are



calculated much more ~Jrccisely than the tivcrage line. f;or !_ixecl OA, the mean number of
points evaluated pcr line increases as OR incrca.ses,  since increasing OR eliminates weak
lines altogether that would otherwise each he evaluated at fewer points than the mc.an.
l;or fixed o~, the mean number of poinis  per line increases as CA dccrea.fes,  since
lC(]llCi  Ilg [hC  CII’Or dLIC [0 li[lC  :i~J~>l’OXl[ll[i[iO[l l’C(]Llil”C.S  CVa]Ua[in~  [lloI’c  p~ir][s  pet  line.  ‘Ihc
ma~ni[ucte of each mean plo(tcd in fig. 8 is generally rcprcscnttttive  of the ma~litudc  of
the corl-csponding  mean for each higher  layer (the magnitude of each maximum decreases
by roughly a factor of two upon reaching the top layer).
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Figure  9. Number  of lines evaluated vs. tier (identified by the size c)f the interval
separating its gricl  points) in the first layer of the benchmark calculation with
cr~ u 2.0x 10-10 and crR =- O.

‘1’0 gain insight into how the execution time is appor[ioncd  within the al~orithm,  it
is useful 10 examine ,  on  a  t i e r -by- t i e r  bas i s ,  bo th  [he n u m b e r  o f  l i n e s  e v a l u a t e d  i n  a  layer

and the numt>cr  of poin[s  evaluated per l ine. I(igure 9 shows the number of lines
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cva  ILlatcd  011  each  tier in the first  ]ayer  for tile  benchmark spectrlllll  ca lcula ted  wi th
o~ = 2.OX 10-]0 and OR =- 0. All 3S,849  lines arc evaluated  at [}IC [Ilree poirlts in the base
(icr (in bo(h I;igs. 9 and 10, the base tier value is plot(e(i  at twice the. base tier grid point
s}minr, for clarity, since the grid point spacing in each of the first two tiers is identical).
1 Iowevcr, a large fraction of these lines arc cxtlcmely  weak, as indicateci  by the fact that

roughly  60%  arc neglected on the next tier. “1’hcn as one. moves to higher tiers (i.e.,
smaller tier grid point spacing), the number of lines per tier changes slowly untir at -0.1
cm”’ , the intqolation  sampling interval  becomes  sufficiently fine. that an increasing
number of lines can be ncglecte.d.
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l~i~urc  10. Number  of points evaluatccI  per line vs. tier (identified by the size of the
interval separating its grid points) in the first layer of the benchmark calculation with
O-A = 2.0x lo-’” and CTE = (). (~irclcs indicate the maximum number of points evaluated
for any line. “J’rian~lcs  irldicate  the mean number’ of points Cvaluatcci  per line, where the
Inean is calculatcc]  over only those lines  fc)r which one or more points arc evaluated c)n
the tier.
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l;igLlre  10 displays ~he IILllllbCI” of points pcr line CvalLl:~ted  on cacti tier in the first
layer for the. benchmark specmm  calculated with OA = 2.0x lo-10 and OR = 0: the circles
indicate. the maximum number of points evaluated for any line, and the triangles indicate

the mean number of points evaluated per line where each mean is calculated over only
those lines for which one or more points am evaluated on the tier (the number of such
lines for [he tier is indicated in fig.  9). ‘1’hc product of each  rmdinatc in I;ig. 9 and  the

corresponding mean in l:ig. 10 gives the total number c)f points cvaluatccl  in the fmt layct-
for that tier. }or tiers above (he second tier, (his product does not vary by more thiin a

factor’ of two. A similar conclusion ob[ains as well for layers above the first layer.

in all calculations prcscrrteci thus frtr, the frcqLlcncy interval 650-800 cnl-’ has
been sampled at 131,073 points. “J’he execLltion  time required to calcLllate  the benchmark
spectrum will, of coLlrse,  decrease as the rllagnitLldc  of the samplirlg  inter-val is increased.
l:igurc 11 shc)ws the variation of execution time with the number of sample points, where
benchmark spectra arc calculated with OR == O-A and CIA = 2.0x  IO-8, 2.0x10-9, and,
2..() x 1 ()- ‘O.

100

10

104 10s

Number of sample points

1~’igure  11. llxccution  time vs. the total number of spectral sample points in the frcqLlency
interval 650 - 8(KI cm”’. Solid markers refer to benchmark spectra calculated with
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OR ~- O*: squares in(ticatc o~ = 2,0x10-K; circles indie.atc o~ =2.0x 10’9; triangles
indicate GA = 2.0xlo-1°.  ” (,)pcn markers refer to spectra  generated by 1.111 .R”I’M:
ciiamonds indic:itc  1>1’’1’MIN  = 0.0002” and lll’”l’l;  AC; = 0.001; circles indicate 1)1’’I’MIN =
o and l>l’’I’l:A~  = O. l~ach cLlrvc  throLlgh solid markers has bce.n plotted to iclcntify a SC(
of solutions with the same numerical accuracy; the numerical crrol- of the 1.131  .R”l’M
solutions varies with the number of sample points.

I;OI  purposes of comparison, wc have also displayed in I:ig. 11 the execution
times exhibited by 1.flI.R’I’M ({;loLlgh,  1993) in the same computational environment (o
produce similar sets of benchmark spectra. 1.111 .fV1’M is a I; OR”l’RAN  program designed
tc) achicvc high speccj  (or, more pre.ciscly,  the highest possible spcect consistent with
nlaintaining  an accuracy of the order of 0.2% in the monochromatic value of the optical
depth). In 1.131 R-l”M, we have enctcavored  to reproduce as closely as possible the
observational I]1OCIC1 of the benchmark described in Section 7 (e.g., wc have excluded the
continuum model  and line-mixing frmn the 1.111 ,R’1’M calculations). We have v~y)loycct
[hc companion prog,rarn 1,NI;I, to pre-sott the I II”lRAN database, using the clcfau]t line
se]cction  criteria. I’here arc two se~s  of 1,1{1.R1’M  spectra rcprescntcd  in l:ig. 11, o n e  w i t h
additional, dynamic line rejection (as dictated by setting the input parameters I) P”I”MIN  =
0.0002 and Ill)rl’l~A~ =. 0.001) and one without additional line rejection (I) P’1’MIN =: O
and l)l>’l’I~A~  =: O). ‘1’hc number of sample points is determined within 1.II1.RT’M
according to the val Llc of the inpu[ pal-arneter  SAMl)I,l~  (the number of sample points per
mean half-width). We have varicct SAMI]I  .1{ over its recommended range of validity,
setting it equal to 1.0, 2.0, and 4.0.

in standard operation, SltASCI{A1’11 se,le.cts  linc]ist entries from a binary vmsic)n
of the entire 111’J’RAN database.. I lowevcr,  to eliminate in Iiig. 11 differences in execution
time cjuc to the pre-sorting of the III-IRAN database, we have run SJ!ASCRA1’l;  using a
condensed input linelist  comprised of I}IC same set of lines as chosen by I. N]:I.. ‘1’hLls, the.
execution times in I~ig,  11 for the spec(ra (wit}) 131,073 sample points) generated by
SF, ASCRA 1>1~ arc somewhat IOWCI than the execution tirne,s for the corresponding
spectra presented in l;ig. 7,

l;or inter-code comptirison  of execution time.s to be meaningful], we should ensure
that the solutions comparccj  possess similar numerical accuracy. IIy differcncing the two
1,131  ,R’1’M solutions comprised c)f 169,504 sample points, we can de.tcrmineu  a lower
bouncj  c)n the numerical error duc to line rejection alone: their root-mean-square
difference is 1.1 X10-8 Watts / str- cn)2-cn_r”] ancl  the maximum diffemncc  is 4.7x 10 -8

Watts / str- cm2- cm”’. We have made no attempt, however, to quantify the additional
nurmrica] crrc)r in the 1,111 ,K’1’h4 solutions duc to the analytic model  used to approximate
the. Voigt function nor the interpoltition  error resulting from the manner in which this
analytic model is approximated (the clcpcndencc  of the nLlme.rical  error of such spectra on
the size. of the sampling interval is discussed in ~lough and Kneiz.ys [ 1979]).

As a means of assessing the relative performance of (he two approaches to
evaluating absorption, comparison of execution times pmscntcd in l:ig. 11 is lCSS  than
ideal.  l>iffcrcnces  in execution time arc due not only to the rcspcxtivc  methods of
calculating absor-l~tion  coc.fficicnts,  but alsc)  to differences in (1 ) the initialization of the
Observational mode], (2) the method of illtcgl”ating  the radiative transfer’ ecluatio~l,  (q) the
lnanncr  in which inl)ut  and outp LIl arc tlandled,  (4) the relative CffiCiCIICiCS Of Cquiva!ent
~~ and J’C)R3’}<AN  library routines, crc. It WOUIC! bc prcfcrab]c to test two codes that differ
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only in [he nmdLIlc.s  used to calcLIla[e  absmption coefficients. All :lp[JI”Oxi  IIMt C solutions
could then be compared to the. same. reference sl)cctruln. With regard to the codes in
qLlcstion, a rigorous analysis of the differences in their rcspcctivc  approaches to
calculating r:idiativc  transfer is beyond the scmpcof this papc.r.

10. l)iscussion

In [tic method of calculating absorption coefficients pre.sc.ntcd  here., numerical
accuracy does not depend upon the siz,c of the spectral sampling interval . lndc,ed,
doubling the resolution of a calculation (i. e., halving the magnitude of the sampling
interval) does not alter the values of the monochromatic radiances at c.ach  sampling
frequency shared by the two solutions. Doubling (}1c resolution is achieved simply by
creating a new top tier comprised of the midpoints of the sampling intervals for the
ori~inal  solution, and this dots not affect the calculation of radiances at frequency grid
points belonging to the original set of [iers.

Since the numerical accuracy of the method is independent of the.. spectral
sampling interval, we are free to specify the sampling interval according to other criteria.
l:cm example, if we wish to model the response of an observing insLrLln]cmt  to incident
radiation, the s a m p l i n g  intcrwa]  can be chosen to achieve a spccificd  accuracy  when the
m o n o c h r o m a t i c  r a d i a n c e s  a r e  c o n v o l v e d  n u m e r i c a l l y  w i t h  t h e  i n s t r u m e n t a l  apparat  L]s

f u n c t i o n .  N o t e  t h a t  t h e  m e t h o d  of a p p r o x i m a t i o n  m a y  be c o n v e n i e n t l y  u s e d  i n
cot~j Llnction  with l~ast  ~~ourier  ‘1’ransform methods to cva]uate  such integrals, since both
tcchniqlles  require that the number of sample points be defined in terms c)f powers of two.

T h e  methoci  of a p p r o x i m a t i o n  i s  h i g h l y  e f f i c i e n t  a t  h a n d l i n g  t h e  s m a l l  but
numerous  cont r ibut ions  to  absorpt ion  f rom the  fa r  wings  o f  spec t ra l  l ines ,  espccia]ly  of
those lines WIIOSC. transition frequencies lie outside the frcc]ucncy range of intc.rest. “l’his
capability should be of particular value in validating the accuracy of improved models for
the far wings as they become avail able.. (In other forward models (~lougb et al., 1981;
IMwards, 1988), these far wir~g  contributions to absorption are considered as part of the
continuum (~lough  et a/., 1989); it should be noted that the 1,111  R“l’M cc)ntinLlum  model
can be in~plcnmntcd  in conjunctic)n  with the method of calculating absorption coefficients
prcscntcd  here). When a line is sufficiently weak or when its transition frequency Iics
sufficiently far from the boundaries of this frequency range., the contributicm  of the line to
absorption at all frequency gricl  points within this range may bc included by evaluating
the line profile at only the grid points of the base tier. It is the.rcby possible to-calcLllate
efficiently and accurately the small corrections to computcc] radiancxs arising from the
supcrIJosition  of thousands of extremely small contributions to absorption from the far
wings of spectral lines. l~or example, the execution time required to calculate the
spcctrLlnl  of l~ig.  6 with 303,213 lines in the raciiative  transfer mc)clel  differs from the
execution time rcq~rired  to calculate the spectrum with 35,.849 lines by only a Ptctor c)f
‘!’!? WIICII  o~ =. Z.OX 1 ( )- 8  ar]d t h e  linclist  is  prc-scwtc.d.

‘J’hc lncthoci  of apprc)xirnation  may be reaclily gcneralimd  to apply tc) r-nc)rc
soJ)histicatccl  line shape models or to accommodate diffcrc,nt line shape factors for
cliffcrent  molecular species. in gcmcra],  using a cliffcrcnt line shape model will require
defining a new table of cutoffs analogous to the I.orentz.  cLltoffs discussed in Section 3.
lnl~)lcmentation  of line-mixing in CX)2, for exanll)le,  requires defining a separate table of

cLrtc)ffs  since the line shape functic~n  c!ccays  asymptotically as IV – VII-l ratllcr  than
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p - V,I’2 (I:ciw :iIcis  :inci  Strew, i 991 ). In practice, tmwcvcr, it may of[cn prove suff]cicn[

10 continllc  [0 usc [I]e l,orcn[z,  cutoffs, cs])cciaily  whc!n  tile iine silape  mociei consists of a
I mre.ntz,ian  profile n)odified  by a mr-rrmivc faCtol ~ (Of[en x takes the form Of a decaying
ex]mncn[iai  with a d j u s t a b l e  c o e f f i c i e n t s  (ic[crmincxi  c.n]])irical]y).  ‘1’hc  validity of  using
{iIe. I .orcntz.  cL]toffs  c a n  b e  ]ca(iiiy  cstablishe.ci  b y  a  c o n v e r g e n c e  stLdy  sinlilaI- t o  t h a t

[mscntcct  in l;ig, 4.

We have im~)iclncntcd  the approximation aigorithm witi~in  SliASCRA1’E  using
thrc.c-point  I,agrangian  interpolation. “1’hc question arises whether the use of higher order
interpolation might lead to imprcwcd performance. ‘1’ilc acivantagc  of Llsing higher  orders
of interpoiaticm  is that generaily  fewer pc)ints per line.  need tc) be cval Llatcci to achieve a
given ]cvci of accuracy. on each tier wi(h rciativcly fine spacing ( AV < CXL,,t  ), the I,orcmtz.
cutoff for a given line may become  significantly smaile.r. I;or example, by piotting  the
c.quivaie.nt  of l~ig.  2 for five-point 1.agrangian  intwpolatic~n,  we find that the number of
~)oints ti~at  need to be evaiuatcd  on a given tier to aci~icvc  a given level  accLmacy  can be
r“cduccc~ by LIp to an order of magnitude. ‘J’}lc,  advan[agcs  of Llsing Iowcl orders o f
int.srpoiation  are ti~me-fold: (1 ) the, c.valuation  c)f each interpolation is less Expensive
since it invoives  fewer terms; (2) tile. base tier can be comprised of fewer points (note: the.
i.)aSC tier must ‘be constr-Llctcci  to have, at least as many gr ici points as the orcicr  of the.
interpolation scheme; e.g., to usc four or five-point I..agrangiiin  interpolation, the first two
tiers of IJig. 1 should be combined to fortn a single tier with five points); (3) fewer points
rlccd to be e.valuated on each tier with relatively coarse spacing ( Av >> al, ~), to achieve a
g,ivcn levci  c)f a c c u r a c y  ( a c c o r d i n g  tc) [}IC cicfinitioI~  c)f tile  1,c)rcntz,  cLltoff  ir’1 section ~, t h e

nlagnitucje  of &L ~(Av, cxl ~) on such a tier wiil aiways cxcceci  a val Llc which is one less
than the cmicr of interpolation).

In a limited set of studies substituting four-point interpolation for three-pc)int
interpolation, wc have, found that the advantages and disadvantages roughly compensate
ploducing  no significant irnprc)vc]ncnt in performance. llowcver, the algorithm for
c.alcuiating  absorption coefficients does not require that the same ordex of interpolation be
used on all tiers within all layers, only that the same order of interpolation be usecl
consistently on the same tier within a given layer. ‘1’tlus, it is likely that optimal
performance may rec]uire  using lower orcicr interpolation on lower tiers and higher orcicr
interpolation on higher tiers. We have not attcmj)tcd to quantify the imploveme.nt  in
pcrformancx  ti]at such an itllj>lcl]lciltatiorl  woLIlcl  attain.

‘1’0 perform atmospheric retrievals, it is ncccssary  to calculate not only the
absorption cocfficie.nts  but also their partial derivatives with rcspccx to each parameter
being retrieved. H y differentiating eq. (5) with respect to a retrieved parameter, wc may
usc the saIm tiigorithm  to calculate the partial derivative of an absorption coefficient as is
uscci to cxlculfite  the coefficient itself.

11. Collclusiou

‘Il]is ])apcr has prc.scntccl an efficient methocl for calcLllati[lg  sj)cctral absor~)tion
ccmfficicnts  on a line-by-line basis to arbitrarily high numerical accuracy. ‘1’hc rncthc)ci  is
conceptually si!nple anti may be reaciiiy  applied to any analytic mocicl for the spectral line
shal)c. Nul~~c.ricai  a c c u r a c y  i s  contin~loLlsly  ac]jllstable.  CJVC,I m a n y  o r d e r s  of ma~ni[ude,
arl(i, uniikc  other iinc-by-line  forwarci mocjcls,  [his accur;icy  is incicl  Jcncicnt of the sim of
the in[crvai  with which the spectrum is sampled,
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lly dccOupling the n u m e r i c a l  a c c u r a c y  f r o m  ttle s a m p l i n g  intcrvol,  t h i s  m e t h o d

provides additional opportunities for optimizing lhc rctl icval  Of atnlospl~CriC  profiles. One.
may anticipate. that, during the. initial iterations of the retrieval pmccss, relatively low
acc L]r:icy ancj coarse. s;impling may bc used [0 obtain  quickly a scq LICn CC of approximate.
sol Lltions  of increasing, accuracy. As convergence is approached, both the pcrmit[cd lCVCI
of error and LIIC siz.c of the s:impling interval can be rcducd continuously to at([iin  the.

desired solution.
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Appendix

‘1’his  Al>pcndix dcscribcs  ill g, I”C[i[CI’  dctai]  [hc bCh~VIO1  Of dgP(z, Az) [is dcfjr]cd  i[~

(x]. (1 3). l;xpanding eacl] fL1nction on the right hand side of cq. (1 1 ) about  z for A7 << Iz(,

or, after substituting for the third cicrivative ofg(z),

(Al)

4- 22)
@,,(z) Az)z=4Az3 P(1 ‘  p ’ ) - -

b’ “ ‘)”

“1’bus, for Izl >> 1 in Iig.  2, &gp(z, Az)- A73/z5 aIld,  along a contour of fixed &gp(z,  Az),

lo’glo -z - - ~ 10g)O Az. Similarly, for Izl << 1, 3gP(z, Az) - [z/Az3 and, along a contour of
AZ

fixccl  &p(z,  Az), /O~jO -2 - -4 /og10  Az. Notice that as z become.s large, the right hand
A?

Sic]e.  of cq. (A2) vanishes mllc}l  more rapicj]y ( - Z-5) than g(z) (- Z-2); thus, at fl”cqucncics
increasingly clis~anl  from line center, a term in the summation of cq. (5) will bccomc
ncgligib]c  long before the corresponding term in the summaticm  of eq. (3).
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